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Results of a convincing causal statistical inference related to socio-economic phenomena are 
treated as an especially desired background for conducting various socio-economic programs or gov-
ernment interventions. Unfortunately, quite often real socio-economic issues do not fulfil restrictive 
assumptions of procedures of causal analysis proposed in the literature. This paper indicates certain 
empirical challenges and conceptual opportunities related to applications of procedures of data depth 
concept into a process of causal inference as to socio-economic phenomena. We show how to apply 
statistical functional depths to indicate factual and counterfactual distributions commonly used within 
procedures of causal inference. Thus, a modification of Rubin causality concept is proposed, i.e., a cen-
trality-oriented causality concept. The presented framework is especially useful in the context of con-
ducting causal inference based on official statistics, i.e., on the already existing databases. Methodo-
logical considerations related to extremal depth, modified band depth, Fraiman-Muniz depth, and 
multivariate Wilcoxon sum rank statistic are illustrated by means of example related to a study of an 
impact of EU direct agricultural subsidies on digital development in Poland in the period 2012–2018. 
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1. Introduction 

In the history of scientific and economic thought, in particular, one may find various 
statistical frameworks developed for expressing the necessary assumptions under which 
statistical results can be endowed with causal interpretation. There is an agreement that 
causes should tell us not only that two phenomena are related, but also how they are 
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related. They allow us to make a reliable prediction about the future, explain the rela-
tionships between and occurrence of events, and enable one to develop effective policies 
intervention. Causal knowledge should exhibit a certain kind of stability, resistance con-
cerning circumstances under which a phenomenon is observed, and parameters of the 
environment. Causality alone is an insufficient basis for undertaking further scientific 
or decisive acts. To use causes to predict, explain or alter behaviour effectively, we must 
also know the time over which a relationship takes place, the probability with which it 
will occur, and how other factors alter its efficacy. We need to know when the effect 
starts and how long it persists. Causal relationships depend on time scales as relation-
ships may persist a while or a long time. 

In economics, for several content-matter justified reasons, causal relations, which are 
characteristic of an influential majority of objects or agents, are of prime importance [8]. An 
effective way of defining this influential majority of economic objects is provided by 
statistical depth function [35], which is a basic notion used within a discipline of multi-
variate statistics called data depth concept (DDC). Using it, one may propose a very 
useful multivariate [19, 20, 35] or functional [9, 23–25] generalisations of one-dimen-
sional statistical procedures based on order statistics and ranks and, in consequence, 
robust causal inferential procedures. Statistical depth function provides a centre-outward 
order of multivariate or functional objects. It expresses the centrality of an object as 
a number from an interval [0, 1], with values close to 0 treated as peripheral, and values 
close to 1 as central. Thus, one may consider causal relationships of objects, for which 
measures of departure from centres are not bigger than prefixed thresholds. This is a natural 
way of focusing our attention on the influential majority of economic objects. 

DDC provides a variety of useful statistical procedures [15] but despite excellent 
findings obtained in recent years [6, 22] its procedures still exhibit significant limita-
tions in the context of conducting empirical research based on relatively small, sparse 
datasets drawn from resources from statistical offices, with observations often exhibit-
ing “malicious configurations”. 

One of the aims of this paper is to critically discuss selected chances and limitations 
related to applications of certain tools of DDC in the case of robust empirical causal 
analysis concerning two spatial economic phenomena, namely agricultural subsidies 
(treatment), and digital development of a country (effect). In the considered empirical 
example, there is a functional dataset as an input set, and a multivariate dataset describ-
ing digital development as an output set. Causal inference scheme should be adjusted to 
these datasets. As it is virtually impossible to repeat the experiment, we treat the typical 
observations as factual and atypical observations as counterfactual. 

Note that knowledge of such “centre focused causality” seems to be especially de-
sirable in the context of performing social programs dedicated to typical objects (e.g., 
middle class stimulating programme) or for decreasing a fraction of certain atypical 
objects (e.g., avoiding poverty programme). 
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In statistical literature, one of the most widely recognised conceptualisations of 
causal inference is Rubin’s potential outcome representation [4, 5, 30]. Rubin postulates 
that causal statements can only be derived if one additionally considers what would have 
happened if an object had experienced something different than its experience. Another 
especially influential concept in economic and econometric literature is Granger’s non-
causality (GNC) [12] and its variants or generalisations. Its empirical version, in es-
sence, may be expressed as a prediction error approach. Assuming a specific implemen-
tation of Granger’s non-causality, one can easily indicate depth-based estimation or test-
ing procedure replacing least squares or maximal likelihood principles used by default. 
Next influential approach to causality analysis is probabilistic approaches [27, 14]. The 
basic probabilistic theory of causality is that C  is a cause of E if 

 ( | ) ( |~ )P E C P E C>   (1) 

 where ( | )P E C  denotes the conditional probability of E under condition C, ~ denotes 
complement of an event.  

Referring to the DDC, it is straightforward to consider this condition within a central 
region of a certain degree, and hence to focus on a certain majority of objects.  

2. Applying DDC in the causal inference 

Nowadays, for accepting or rejecting the existence of a certain causal relationship be-
tween phenomena, one needs to present convincing empirical evidence obtained in the pro-
cess of statistical inference. Generally, to identify a phenomenon X as a cause of a phenom-
enon Y, one has to demonstrate that variability in X produces variability in Y. In this context, 
one may consider various kinds of variations: across time, across individuals, across char-
acteristics, across groups, and across intervention versus observation [4, 12]. 

Currently, it seems to be more and more commonly recognised that properties of 
the statistical inference strongly depend on the quality of empirical data used in the 
inference as well as on fulfilling assumptions underlying the procedures [33]. Using 
depths, we can demonstrate how robustly measured variability of X produce robustly 
measured variability of Y, where X and Y are expressed as multivariate of functional 
random variables.  

In the spirit of Rubin [30], the causal effect of one treatment E over another C for 
a particular unit and time interval from 1t  to 2t  there is a difference between what would 
have happened at a time 2t  if the unit had been exposed to E initiated at 1t  and what 
would have happened at a time 2t  if the unit had been exposed to C initiated at 1.t  
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Rubin [30] considers 2N  units (e.g., small regions of a country), half being ex-
posed to a control treatment C and a half to a treatment E. If treatments E and C were 
randomly assigned to units, ( )Y E  denotes the value of Y measured at 2t  for the unit 
given the unit received experimental treatment E initiated at 1,t similarly ( ),Y C  then 

( ) ( )Y E Y C−  is a causal effect. 
The problem in measuring ( ) ( )Y E Y C−  is that we can never observe both ( )Y E  

and ( )Y C  since we cannot return to time 1t  to give other treatment. Next problematic 
issue arises, as the use of truly random samples may be difficult in practice [14]. 

Although robustness and causality conceptually seem to be very closely tied, sur-
prisingly, considerations binding them are rare. On the other hand, one may get an impres-
sion that authors conducting researches on causality in the area of economics implicitly as-
sume some kind of “sample-to-sample stability” of their empirical argumentation even if in 
the centre of their statistical considerations stands non-robust least-squares method [7]. 
For proposing truly robust causality analysis, it is natural to source from concepts and 
developments of modern robust statistics [33]. For several merit-justified reasons re-
lated to the fact that economic systems are multidimensional by default, we focus our 
attention on the DDC methods. 

Many excellent papers present particular DDC tools, which are of minor importance 
for the aims of this paper. Here, we would like to stress opportunities related to appli-
cations of depths for functional objects (e.g., subsidies trajectories [10] and depth-in-
duced multivariate rank tests (e.g., a comparison of control and treatment groups in 
terms of various multivariate rank tests based on ranks induced by depths [13, 17, 19]). 
A choice of a specific depth in this context is a statistical as well as a merit issue, as the 
DDC offers a rich overview of depths in terms of a balance between effectiveness, ro-
bustness, and computational complexity [6, 22], and thanks to a locality concept [26] 
options as to “resolution” at which we compare phenomena. Moreover, instead of using 
the propensity scores [28], one may consider conducting a family of local Wilcoxon 
tests for a certain sequence of locality parameters β1, ..., βk [17]. In the case of a signif-
icant difference, we expect that majority of the tests reject equality of distributions in 
the control and intervention group. 

2.1. Depth-based outlyingness and causality 

Formula (1) gives us some causality inference in a rather simple setup, where C or ~C 
occurs. If the probability space is more complex, (1) should be a base for some more com-
plex inference. We are interested in assessing whether the event C = {C is one of the central 
observations in the considered dataset with the locality parameter β} is a cause of A, where 
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locality parameter β is understood in the sense of [26], and hence it is a parameter com-
bining probability and outlyingness. For clarity, note that ~C = {C is not one of the 
central observations in the considered dataset with the locality parameter β }. 

Look at the random variable, which is the difference 

 ( | ) ( |~ )E A E A−C C  (2) 

The realisation of the above random variable is a function. If  

{ : ( ( ) | ) ( ( ) |~ )} ( )x E A x E A x Dμ μ− =C C  

then C is a cause of A, where ( )Dμ  is a Lebesgue measure of the domain D of the 
random function A, and we consider only the situation where 

 ( ( ) | ) ( ( ) |~ ) 0E A x E A x− >C C  

We can choose a level, e.g., it can be equal to 99, 98 or 95%. It seems reason-

able to treat the quantity  
 { : ( ( ) | ) ( ( ) |~ )} ( )x E A x E A x Dμ βμ− =C C   

as a measure of strength of causal relationship restricted to majority of objects on level β. 
On a theoretical level, we use a notion of conditional expected value, which is often quite 
difficult to calculate and estimate for functional objects [3]. As robustness stands in the cen-
tre of our considerations, we propose to use a difference between sample functional medians 
as estimator of the above quantity. DDC offers robust measures of multivariate location and 
scatter, robust regression, as well as robust goodness of fit, prediction error measures, and 
hence it provides natural statistical tools of causal inference.  

Let 1{ , ..., }kY Y=Y  denote k-dimensional vector of our interest. The DDC enables, 
among others, to consider the following causal reasoning schemes: 

1. Assessing the difference ( ) ( )−Y E Y C  using depths (see (1)). 
2. For two samples of multivariate or functional objects ( )nY E  and ( ),mY C  consider 

a difference between two depth induced sample medians MED[ ( )] MED[ ( )]n m−Y E Y C . 
One may expect that estimated distribution of a difference between two depth induced me-
dians should be informative in the context of causal inference. 

3. For two multivariate or functional “regression samples” ( )nZ E  and ( )mZ C  con-
sider distribution of a difference between two vectors of regression parameters Θ esti-
mated via depth-based procedure, e.g., using depth trimmed samples we would like to 
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estimate the distribution [ ( )] [ ( )].n mΘ − ΘY E Y C The distribution should inform us 
about the details of the treatment effect.  

4. Depths enable comparisons of control and treatment groups on sets ( )\ ( ),i jC Cβ β  
where ( )\ ( )i jC Cβ β  denotes set subtraction of central regions ( ), ( ),i jC Cβ β  and ,iβ jβ
( )i jβ β> denote both the level of centrality and locality levels (i.e., central regions cov-
ering the smallest depth region with probability equal or larger than β  in the sense of 
Paindavaine and van Bever [26], which can be interpreted as a sort of comparison on 
levels appealing to the comparison using propensity scores of Rosenbaum and Rubin [28]. 

To effectively use the above approaches in the causal inference we need an opera-
tionally feasible theory for the listed tools. Unfortunately, with several exceptions, 
depth-based inference procedures are conceptually more demanding than classical ones, 
and they require asymptotic or resampling machinery. The issue is especially evident in 
the case of the theory of the DDC tools dedicated to functional data [1, 2].  

2.2. A framework for causality analysis using functional and multivariate depths 

Without doubts, our perception of an economic phenomenon often relates to the 
evaluation of properties of a function over a certain continuum. One may consider prob-
ability density function of the random variable describing an income of a household, 
consider GDP per capita trajectory of a country during a decade, day and night number 
of visits of Internet users in the Internet service, or behaviour of an investor optimism 
indicator within a month. Reducing the whole function to a certain set of scalars (e.g., 
mean, variance) very often implies a significant loss of valuable information on the phe-
nomenon and in consequence may lead to an inappropriate perception of the phenome-
non. A “shape” of the consumer price index (CPI) during a month may better express 
an investor optimism during the considered period as a specific sequence of peaks and 
valleys in CPI trajectory may denote a sequence of an activity bursts and consumer 
hesitations, hence “a spectrum of moods” called optimism. Considering economic phe-
nomena as functions is natural and enables us to take into account more information 
than in the classical scalar approach. One may associate values of economic aggregates 
with shapes and other properties of other functional aggregates (e.g., yield curves, Lo-
renz curves, fertility curves, life expectancy curves).  

2.3. Proposal 

We have V objects, for which characteristics 1,...,{ ( )}v
v VS t =  are given for 0 1( , ),t t t∈

and thus are treated as functional objects. Moreover, a multidimensional vector repre-
senting the treatment effect for each object is given, namely .v lA ∈ R  The centrality of 
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an object 0v  is expressed in terms of the value of empirical functional depth for 0 ( )vS t  
among 1, ..., .{ ( )}v

v VS t =  Then, we divide original V objects into two groups, according to 
higher ( ),v F∈  or lower ( )v C∈  value of calculated functional depth. Subsequently, 
rank is calculated for each vector vA  concerning a chosen multidimensional depth. In 
the last step, the distribution of ranks for both groups, i.e., vA  where v F∈  or ,v C∈  
is compared, using the Wilcoxon rank-sum test. This centrality-oriented causality is 
a modification of the Rubin causality concept in this sense that it enables to use a DDC 
and its tools to define factuals and counterfactuals. Application of DDC concept to dis-
criminate functional elements of groups F  and C  is the equivalent to using propensity 
scores of Rosenbaum and Rubin [28]. Note, however, that our approach is blind to the 
direction of the outlyingness of the atypical observations. Consequently, the problem is 
that the centrality-oriented causality scheme does not differentiate shape outliers, am-
plitude outliers, outliers concerning the covariance structure (for discussion of func-
tional outliers in the economics [16, 18]. It merely separates central observations from 
the atypical ones for the chosen functional depth. 

Note that, similarly, we can define an outlyingness-oriented causality. Namely, we 
divide the original V objects into two groups. The first group ( )v F∈  consists of obser-
vations with a low value of calculated functional depth, which at the same time is fre-
quently much above (or below) a functional median. The second group ( )v C∈  consists 
of the remaining observations or some chosen subset of them. Note also that it seems 
reasonable to fix the outlyingness parameter defining groups C and F so that the number 
of observations in the group C is significantly smaller than the number of observations 
in the group F. The outlyingness parameter should depend on the considered depth. 

2.4. Considered depths 

In this paper, we consider a projection depth for multidimensional data as well as 
three different notions of functional depth. In this subsection, we give definitions of the 
depth functions that are applied in the empirical example.  

2.4.1. Projection depth 

Let nX  be a sample consisting of n  observations. The projection depth ( ; )D x X  
of a point dx∈R  coming from a distribution X is 

1

1( ; )
| Med( ) |1 sup

MAD( )

T T

u
T

D x X
u x u X

u X=

=
−+
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where Med denotes median and median absolute deviation 

 ( )MAD ( ) Med Med ( )X X X= −  

Sample projection depth denoted by ( ; )nD x X  is obtained by replacing X a proba-
bility distribution in dR  with its empirical counterpart calculated from the sample nX  
[21, 34]. This depth is one of the best multivariate depths. It has many desirable prop-
erties, i.e., ( ; )nD x X  converges uniformly and strongly to ( ; ).D x X  

2.4.2. Selected functional depths 

Consider a sample of N functions 1{ ( ), ..., ( )}Nx t x t  defined on the interval [0, 1]. 
Note that if the functions’ domain is an interval 1 2[ , ],T T  they should be transformed. 
The Fraiman–Muniz depth of the function ( )x t  is the integral [9]:  

( )
1

0

( ) ( ( ))NFM x t D x t dt=   

where ,
1( ( )) 1 ( ( )) ,
2N N tD x t F x t= − −  and ,

1

1( ( )) ( ( ) ( )),
N

N t k
k

F x t I x t x t
N =

= ≤  ( )I ⋅  is the 

indicator function. 
Modified band depth (MBD) [23] of the curve x  concerning functional sample 

1{ , ..., }Nx x  estimates the curves’ frequency of being in the centre of the sample. Con-
sider sets of the following form  

1 2 1 2 1 2, ,( ; , ) { [0,1]: min ( ) ( ) max ( )}i i r i i r r i i rA x x x t x t x t x t= == ∈ ≤ ≤  

Finally, MBD can be defined: 

1 2
1 2

1
1

2MBD( |{ , ..., }) ( ( ; , ))
( 1)N i i

i i N
x x x A x x x

N N
λ

≤ < ≤

=
−   

where ( )λ ⋅  is a Lebesgue measure. 
To define extremal depth (ED) [25] we need to define for [0,1]t ∈  the pointwise 

depth of ( )x t  concerning the functional sample 1{ , ..., }:Nx x  
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{ } { }
1

1

( ) ( ) ( ) ( )
( ;{ , ..., }) 1

N

i i
i

x N

I x t x t I x t x t
D t x x

N
=

< − >
= −


 

Let D denote the union of xD  overall functions x. Let xΦ  be the cumulative distribu-
tion of the different values taken by 1( ;{ , ..., })x ND t x x  as t varies in the interval [0, 1]. In 
other words, define 

 
1

1
0

( ) { ( ;{ , ..., }) }x x Nr I D t x x r dtΦ = ≤  

for each .r ∈D  It is called the depth CDF or d-CDF. 
We now consider two functions x  and y  with their corresponding d-CDFs. Let 

1 20 ... 1Md d d≤ ≤ ≤ ≤ ≤  be the ordered elements of their combined depth levels. If 

1 1( ) ( )x yd dΦ Φ> , then we say that x is more extreme then y and denote the relation .x y  
If 1 1( ) ( ),x yd dΦ Φ= then we consider element 2d  and compare 2( )x dΦ  and 2( ).y dΦ  If 

( ) ( )x i y id dΦ Φ=  for 1, ..., ,i M=  then the functions are considered to be equivalent in 
terms of depth and we denote the relation ~ .x y  Extremal depth of function x concern-
ing the functional sample 1{ , ..., }Nx x  is: 

1
#{ : }ED ( |{ , ..., }) i

N
i x xx x x

N
=

  

where ix x  means that either ix x  or ~ .ix x  
No single notion of functional depth will perform uniformly better than others. FM 

depth is the classical one, while MBD is designed to deal with time-varying functions. 
On the other hand, ED has some advantages that are not shared by other depth notions. 
Central regions obtained with ED achieve the nominal simultaneous coverage probabil-
ity, and there is a correspondence between central regions based on ED and appropriate 
pointwise central regions. Moreover, ED is quite robust to some classes of functional 
outliers (for details see [25]). 

3. Empirical application 

In the below example we underline certain difficulties appearing in real applications 
of DDC-based procedures used in robust causal inference applied to phenomena respon-
sible for the development of a country consisting of smaller units, e.g., voivodships or 
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counties. These issues are of prime importance for designing various government pro-
grams and evaluating their effects. Generally speaking, the conditions that we face in 
the practice of economic reasoning significantly depart from the conditions postulated 
in the theory of causal inference [5, 31]. 

We consider the issue of an impact of selected agricultural subsidies granted to 
farmers in Polish voivodships within EU funds on the digital development of Poland in 
the period 2012–2018. We use the data on the amount of direct payment for campaign 
2007–2017 in single area payment scheme; the considered subsidies involve (1) single 
area payment, (2) subsidies to legumes, (3) subsidies to tomatoes, and (4) subsidies to 
soft fruits. The subsidies are expressed in currency (PLN). The digital development of 
Poland is measured via selected available annual indicators of the information society, in-
novation activity, and a degree of dissemination of a telecommunication net, namely (1) 
expense on R & D in each voivodship expressed in PLN, (2) the percentage of compa-
nies that possess their web portal, (3) the percentage of companies obtaining purchase 
orders through their web portals, (4) percentage of companies equipping their employ-
ees with mobile computers, (5) main telephone lines expressed in kilometres, and (6) 
number of production lines controlled with computers. The annual data for each voi-
vodship is retrieved from Statistics Poland [32]. 

Note that Polish voivodships are considered to be homogeneous, i.e., since their 
socio-economical characteristics are very similar, and they are subject to the same legal 
system. That is why we assume that stable unit-treatment value assumption is fulfilled 
as far as it is possible [5, 31]. Methods used within our considerations may easily be 
broadened to similar issues. In other words, to show an application of the proposed ap-
proach, we consider a problem of evaluation of the impact of EU agricultural subsidies 
(an indirect intervention/treatment) for a certain kind of regional development of a coun-
try, namely digital development of Poland. 

In “the closest to ideal” circumstances we could observe a representative random 
sample drawn from all the smallest sub-regions of Poland (i.e., 2477 communities) con-
cerning an objective measure of digital development at the time 0 ,t  when a subsidy is 
taken (in a situation of being exposed to a treatment) and at a certain time 1 0 ,t t> and 
could observe the same collection of communities concerning the same measure of dig-
ital development at moments 0 1,t t  when subsidies are not taken (control group). In 
practice, however, as based on Statistics Poland services [32], we have a pair of short 
already realised time series of treatment variables and response variables concerning 
bigger sub-regions of higher administrative level of a country (i.e., 16 Polish voivod-
ships). In a general spirit of an approach of Gill and Robins [11], we decide to propose 
the following robust causal inference scheme. For several organisational and ethical 
reasons, our degree of control over the “experiment” is very low. As very often in the 
practice of economic studies, we are given data, and then we are looking for an appro-
priate model for them. In the causal inference, we additionally have to take into account 
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discrimination between a factual (what happens due to the treatment) and the counter-
factual (what would have happened if an alternative treatment had been taken) distribu-
tion of a variable expressing an effect of a treatment. One of the main merit tasks in this 
context is to indicate a reliable alternative for the treatment.  

In the considered empirical example, other problems appear. Firstly, the number of 
objects is relatively small. Secondly, the number of observations per unit is very small. 
Namely, we are given the data consisting of 4  types of agricultural subsidies obtained 
from each of 16 Polish voivodships (regions) every year in the period 2012–2018, and 
we consider 6 available variables representing the digital development of a region. Ac-
cording to the proposal described in 2.3, in the first step, we define a certain synthetic 
variable 1 4( , ..., )v v vS h S S=  representing all 4 types of agricultural subsidies and calcu-
late its value for each voivodship, where h in our example is a sum of all subsidies 
divided by a voivodship’s population in the year. We treat vS  as a functional object, 
and hence we have 16 trajectories of the functional variable S. Furthermore, for each 
voivodship 1, ...,16v =  we have a vector variable 1 6( , ..., ),vA A A= where ,iA ∈R and 
where coordinates of the vector represent measures of certain aspects of digital devel-
opment of the voivodship. Note that components of the aggregate Av are incomparable. 
In our case, they are expenses expressed in currency (PLN), the number of some goods 
or fraction of companies fulfilling certain conditions connected with digital develop-
ment. In this context, an application of multidimensional rank tests seems to be a rea-
sonable solution. Following our general conceptual scheme, we replace the multidimen-
sional observations for each voivodship by their ranks induced by multivariate depth (in 
the example we use the projection depth [21] calculated with the algorithm implemented 
in DepthProc R package [15]. 

In the second step, we calculate functional depth for ,vS  1, ...,16.v =  We use modified 
band depth, Fraiman–Muniz depth and extremal depth for the purpose. As we consider 
a centrality-oriented causality scheme, we divide voivodships into two groups (subsets of 
indices F, C) according to higher ( )v F∈  and lower ( )v C∈  value of calculated functional 
depth. In our simulation study regarding properties of the extremal depth, we use a depth 
value of 0.5α =  to separate sets C and F. In the third step, we calculate the multivariate 
Wilcoxon sum rank statistic for the two samples Av, v F∈  or .v C∈  

Note that for calculating functional empirical depth we need a sufficiently larger 
number of observations per unit (voivodship) than the number of units (voivodships). 
This requirement is sometimes difficult to fulfil, so we need to apply a certain “replica-
tion of data” strategy. The application of the replication strategy is undesirable, but it is 
necessary, as without the strategy in our empirical example we cannot use the extremal 
depth, which possesses relevant statistical properties concerning coverage properties of 
depth-induced central regions. 
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Since in the considered empirical example increasing linear trends for each voivod-
ship are quite evident, we decide to substitute the original dataset by simulated artificial 
dataset consisting of significantly more observations per voivodship than the original 
data by generating observations from a mechanism, which does not change the qualita-
tive properties of the whole sample. For this reason, in the empirical example we use 
a simple linear model with parameters estimated with deepest regression method [29] 
and error characteristics estimated from original data with the assumption of normality, 
namely replicated data is generated in the following manner: 

 rep 0 1y tβ β ε= + +   (3) 

where t is drawn from a uniform distribution on the time interval [2014, 2018], and ε from 
a zero-mean Gaussian distribution with standard deviation equal to empirical standard de-
viation of the original data. The parameters 0β  and 1β  are estimated with the deepest re-
gression method (for details see [29] and computed with deepReg2d function of DepthProc 
R package [15]). Several parameters estimating methods including least squares, polyno-
mial and constrained polynomial regressions are considered as well. 

For instance, Fig. 1 presents an original sequence of consolidated subsidies in the 
period 2012–2018 (data for 2015 is missing in Statistics Poland database) for Opolskie 
voivodship (left panel) and a simulated sequence of 500 observations (right panel) from 
a model imitating the left panel. 

 
 Fig. 1. Original and replicated data for Opolskie voivodship 

To consider the treatment as a cause of the aggregate A  we have to show that a con-
ditional distribution of A  under condition of the factual subsidies differs from a condi-
tional distribution of A  under certain alternative treatment plan, an alternative sequence 
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of subsidies. A fundamental difficulty here is that we have only access to the database 
provided by the Statistics Poland and we do not observe counterfactual distribution, i.e., 
distribution of A  under different sequence of subsidies. To overcome this difficulty and 
taking into account a postulate stating that causal inference should possess a certain 
stability property, we propose to compare the distribution of the aggregate A  estimated 
as based on voivodships with indices ,v F∈  which are central (i.e., typical) in terms of 
subsidies trajectory with a distribution of the aggregate A  estimated as based on voi-
vodships with indices ,v C∈  which are peripheral in terms of subsidies trajectory. The 
first distribution is treated as factual, whereas the second distribution as counterfactual. 

Note that we have a functional dataset as an input set and a multivariate dataset as 
an output set. We must adapt a causal inference scheme to these datasets. The proposed 
approach is arguable but note that we assume that there exists a feasible digital devel-
opment path for the considered homogeneous units, i.e., the regional digital develop-
ment path can be achieved in the real world. Moreover, it is virtually impossible to 
repeat the experiment. That is why we treat typical or central observations as factual 
and atypical observations as counterfactual. In other words, we compare the digital de-
velopment aggregate A conditioned on a treatment identified with subsidies trajectories 
with a high degree of centrality with aggregate A conditioned on subsidies trajectories 
with a low degree of centrality. In practice, first, we divide voivodships concerning 
specified levels of centrality, i.e., probability coverage, and then we estimate appropri-
ate conditional distributions of aggregate A using the data replication scheme if it is 
required.  

As we use random data replication procedure, we propose to repeat the second step 
1000 times for 1000 artificially replicated datasets and infer on differences between 
factual and counterfactual distributions as based on estimated distribution of multivari-
ate Wilcoxon sum rank test applied to groups of objects indicated in the second step of 
the procedure [17]. For measuring the centrality of the subsidies trajectory, we use 
a modified band depth (MBD) [23], Fraiman–Muniz depth (FM) [9] and extremal depth 
(ED) [25]. 

In the considered empirical example, we repeated 100 times a whole sequence of the 
second and the third steps repeated 1000 times and we obtained averages of 1000 average 
values of the multivariate Wilcoxon sum rank statistic equal to 37.72 (3.46) when ED was 
used, 33.23 (0.084) when FM was used and 24.212 (0.0734) when MBD was used; in 
brackets, standard deviations of 100 means are given (see Table 1, the first row).  

Additionally, to strengthen conclusions drawn from our causal inference procedure, 
we repeated 1000 times an experiment, in which we compare two independent random 
samples jA  and ,kA  where j is the same as a number of observations in F, and k is the 
same as a number of observations in C, and we obtain an average value of the multivar-
iate Wilcoxon sum rank statistic equal to 32.281 (5.960) when ED is used, 31.761 (6.69) 
when FM is used, and 29.2692 (6.49) when MBD is used (see Table 1, the second row). 
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A difference between the average Wilcoxon sum rank statistic for samples representing 
factual and counterfactual distributions chosen via the proposed functional outlyingness 
criterion and those chosen at random together with significantly smaller standard devi-
ations in the first case justify the validity of the proposal. Moreover, MBD behaves 
better than ED and FM in this sense that it enables better discrimination between factual 
and counterfactual distribution, and hence MBD gives the strongest arguments that EU 
subsidies influence the digital development of Poland. 

Table 1. Average values of the multivariate Wilcoxon sum rank statistic for factuals 
and counterfactuals defined by outlyingness and defined completely at random 

Type of samples MBD FM ED 
Sample defined by outlyingness 24.212 (0.0734) 33.23 (0.084) 37.72 (3.46) 
Sample defined at random 29.2692 (6.49) 31.761 (6.69) 32.281 (5.960) 

 
In Table 2, a comparison of depth values for 16 Polish voivodships is presented. No 

replication strategy is applied in MBD and FM case, so only the original data from Sta-
tistics Poland is used. As previously indicated and implicitly stated in [25], in ED case 
we had to replicate the original data. In Table 2 we see that six voivodships (denoted 
with the superscript f ) are assigned typical observations for each of the functional 
depths, while six other voivodships (denoted with the superscript c) are always assigned 
atypical observations. For each of the three considered functional depths, eight voivod-
ships are classified as typical representing the factual, while other eight are classified as 
atypical representing the counterfactual.  

Table 2. Comparison of depth values for 16 Polish voivodships 

Voivodship MBD FM ED 
Dolnośląskie 0.425 0.5249 0.8125 
Kujawsko-Pomorskie 0.5 0.4986 0.375 
Lubelskiec 0.341(6) 0.2937 0.25 
Lubuskief 0.591(6) 0.9702 0.625 
Łódzkief 0.575 0.9320 0.875 
Małopolskiec 0.241(6) 0.2967 0.3125 
Mazowieckief 0.541(6) 0.7181 1 
Opolskiec 0.475 0.4971 0.5 
Podkarpackie 0.341(6) 0.4179 0.6875 
Podlaskiec 0.125 0.1844 0.125 
Pomorskief 0.491(6) 0.5410 0.9375 
Śląskiec 0.125 0.2458 0.0625 
Świętokrzyskief 0.591(6) 0.9702 0.75 
Warmińsko-Mazurskiec 0.241(6) 0.2796 0.1875 
Wielkopolskief 0.48(3) 0.4994 0.5625 
Zachodniopomorskie 0.575 0.5480 0.4375 
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We considered data replication algorithms including several parameters estimating 
methods, i.e., the deepest regression method, least squares, polynomial, and constrained 
polynomial regressions. 

Although the maximal depth object changed from repetition to repetition, alloca-
tions of voivodships within groups F  and C  exhibited a high level of stability. We 
conclude therefore that agricultural subsidies may be treated as one of the reasons of 
digital development in the regions (voivodships) of Poland. 

4. Summary and conclusions 

Causal inference is commonly treated as the essence of a scientific comprehension 
of empirical reality. This kind of reasoning has many variants supported by different 
schools of economic thought. Although the GNC concept seems to be the most popular 
in economics, we have focused our attention on less popular in economics but very 
prominent in other sciences concept proposed by Donald Rubin. We have modified the 
concept to obtain a centrality-oriented causality reasoning scheme. As in economics it 
is difficult to conduct a truly randomised experiment postulated by Rubin’s theory, we 
have proposed a certain kind of implementation of his theory. A “trick” based on the 
application of functional data depth which is possible to apply in practice has been used. 
In other words, we have proposed a novel DDC-based method of indicating factual and 
counterfactual distributions in causal inference scheme of Rubin. This seemingly quite 
simple “trick” is of prime importance in the context of difficulties we face in a real 
empirical causal analysis based on official statistics. 

We have applied the centrality-oriented causality scheme to study the impact of 
agricultural subsidies, which may be treated as an indirect intervention or treatment, on 
a degree of digital development in the regions of Poland in the period 2012–2018. We 
have obtained arguments for the existence of causal relation between these economic 
phenomena. The proposed scheme may be easily generalised and adjusted to other stud-
ies. Having richer datasets, one can obtain more evident conclusions. 

Thus, we have shown that the DDC offers valuable possibilities for conducting ro-
bust causal inference in economics, especially in multivariate and functional cases. The 
DDC is not a remedy for solving fundamental issues of causal inference of how to per-
form causal inference based on already existing datasets. To treat procedures of the 
DDC as real alternatives to classical multivariate of functional methods, further theo-
retical studies on sample properties of the procedures are required.  

As a result of our studies, we conclude that MBD and FM functional depths are 
more useful than ED in the context of analysing relatively small and sparse empirical 
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datasets. As ED has other desired statistical properties, further studies on their modifi-
cations for small datasets are required. Original dataset and simple R code used in the 
paper are available upon request. 
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