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Microgeneration of energy has the potential to become an important component of the energy 
policy of many governments, because it may substantially lower carbon emissions and reduce the need 
for new infrastructure. Nevertheless, from recent studies it follows that, even in the developed countries, 
microgeneration technology is far from being widely adopted. In this study, we use data collected in 
a survey conducted in Lower Silesia, a south-western region of Poland, to build behavioural profiles of 
energy consumers, in order to get some insights into barriers to microgeneration becoming extensively 
adopted. In particular, we exploit the decision tree method to determine typical attributes of potential 
prosumers, to find the relative importance of these attributes and, finally, to make some predictions 
based on data that were not used in constructing the model. From our findings, it follows that econom-
ical criteria are the most important triggers for considering the installation of microgeneration technol-
ogies. Thus any governmental initiative promoting pro-ecological behaviours, including the use of re-
newable energy sources, should be based primarily on financial incentives to succeed.  
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1. Introduction 

In the traditional business model for power utilities, a utility delivers profit from 
a mix of generation, distribution and retail activities across a centralized grid. Custom-
ers are simply energy consumers and power flows one way from generation to load. 
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This model has remained practically unchanged over the last century. Recent advances 
in electricity generation and storage technologies, as well as the planned roll-out of 
smart metering are expected to lead to a paradigm shift in this model [11, 18, 25]. Solar 
panels, wind turbines, heat pumps and other systems allow customers to produce energy 
at home. The declining costs of such installations, combined with favourable regulations 
in many countries, have already triggered a rapid increase in the number of so called 
prosumers in Europe and the USA [27].  

The term prosumer was coined by the American futurist Alvin Toffler in his 1980 
book The Third Wave [44]. According to him, a prosumer is someone who blurs the 
distinction between a consumer and a producer. This term has since come to mean a lot 
of things. In the field of energy generation, prosumers are usually understood as entities 
who at times produce surplus energy and feed it into a national or local electricity dis-
tribution network, whilst at other times (when their demand outstrips their production) 
they consume energy from that grid. This definition is sometimes extended to include 
entities which are completely off-grid and manage their energy production and con-
sumption autonomously, as well as those connected to the grid in the traditional one-
way manner to supplement their own production.  

Microgeneration of energy has the potential to play an important role in addressing 
the major energy policy issues of climate change, energy security and affordability [10]. 
It has already become a component of energy policy for many governments, because it 
may substantially lower carbon emissions and reduce the need for new infrastruc-
ture [19, 29, 40, 42]. Moreover, it diversifies energy supply, which is desirable for both 
policy makers (energy security) and householders (decrease in energy costs). Neverthe-
less, from recent studies it follows that, even in the developed countries, the costs of 
capital constitute a barrier to microgeneration technology becoming widely adopted. 
For instance, according to Scarpa and Willis, the technology costs were perceived as 
being too high for the vast majority of British households [37]. Moreover the problem 
is the variability of power generation from a renewable source such as wind or flowing 
water. There exist a considerable number of models for predicting natural phenomena 
in the context of power generation, especially for wind energy sources [20, 23]. 

The main goal of our project was to study the adopters and potential adopters of 
microgeneration technologies in Poland. This is of particular importance for Polish pol-
icy makers, because the Polish energy market is still based, to a large extent, on fossil 
fuel sources. For instance, in 2015 approximately 51% of energy was generated from 
coal and about 34% from lignite. Moreover, from the data of the Central Statistical Of-
fice of Poland it follows that only 11.48% of energy was produced from renewable 
sources in 2014 and 11.77% in 2015 [5]. Based on this growth rate, Poland will not meet 
the goal targeted by the European Union that 15% of energy should come from renew-
able sources by 2020. Thus, large-scale reforms of energy production are required to 
speed up the process of developing renewable sources. Additional motivation for such 
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reforms is related to the recent climatic changes in Poland. In the last decade, hot sum-
mers combined with droughts have led to intermittent collapses in the power supply, 
because some power plants had to be switched off, due to problems with their cooling 
unit triggered by the low level of water in rivers.  

2. Behavioural profiling 

Our analysis will rely on a technique known as behavioural profiling [3]. Briefly 
speaking, this is a process of predicting a subject’s behaviour by analysing the data 
available on him/her. This method is rooted in models of discovering knowledge from 
data and has evolved alongside data mining and machine learning algorithms [13]. The 
applications of such models range from recommender systems in e-commerce [38], 
through fraud detection [6] and decision support systems [39] to offender profiling [9]. 
There have already been several attempts to apply profiling to the energy market. A se-
ries of studies, for instance, explored various characteristics of potential consumers of 
green energy [46, 45, 36, 2, 8]. In summary, it was shown that in the US and Canada 
higher levels of education and income increase the willingness to pay a premium for 
green electricity [36, 46, 45]. Some attitudinal and behavioural factors, such as concerns 
for the environment or community involvement, are positively associated with ac-
ceptance for green tariffs [45].  

One of the challenges in a decentralized system of power management is predicting 
energy demand in order to achieve the best economic and power performance. Several 
methods of forecasting use customers’ profiles as the underlying concept and accom-
plish reasonable performance in estimating energy consumption for different classes of 
consumer [32, 22, 12]. This is why profiling is important from the perspective of the 
energy market as well.  

In the existing literature, there have already been several attempts to profile poten-
tial and actual adopters of green energy. The first insights into the characteristics of 
green consumers were provided by the work of Ottman [26], who showed that the con-
sumers of green energy are typically educated, affluent and younger than 55 years old. 
His findings have been confirmed to be consistently true in a series of studies in the 
USA [45, 46], Canada [36], Germany [17, 14, 15], the Netherlands [1] and the UK [8]. 
However, there are also some studies (see for instance [7]) which indicate that de-
mographics alone cannot be very significant in defining a responsible consumer, be-
cause ethical concern and environmental awareness have become widespread. As a con-
sequence, additional variables have been introduced, in order to capture the typical 
characteristics of a green consumer. Wiser [45], for example, included a number of at-
titudinal, socialization and behavioural variables when modelling the willingness to pay 
for green energy in the USA. He found that higher willingness to pay is associated with 
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respondents’ belief that others were also willing to pay. According to Rowlands et al. [36] 
potential green consumers demonstrate greater concern for the environment and disa-
gree with the statement claiming that environmental problems are exaggerated. Gerpott 
and Mahmudova [14, 15] showed that willingness to pay is strengthened, among other 
things, by concern for the environment and social influence. Kotchen and Moore [21] 
came to the conclusion that altruism and environmental concern are associated with 
adoption. Moreover, they also found that demographic variables are not statistically sig-
nificant. Diaz and Ashton’s studies [8] confirmed the importance of attitudinal varia-
bles, such as  technological awareness, environmental concern and belief that one’s own 
actions can make a difference (the latter is known as perceived consumer effectiveness, 
PCE). Their results showed that attitudinal variables have a greater impact on the adop-
tion of green energy than demographic or behavioural ones.  

The above studies were concerned mainly with the consumption of green energy. 
However, since prosumers usually use renewable energy sources to produce energy, we 
suppose them to have characteristics similar to those of green consumers.  

 3. Research methodology 

3.1. Research goals and survey design 

In order to investigate the energy market in Poland and to profile actual and poten-
tial prosumers, we designed a questionnaire with 34 questions divided into 3 different 
categories. The first category is related to various demographic and socio-economic 
variables. Categorical data were collected concerning age, education, income and occu-
pational status, type of residence and its surface area, electricity bill and the sources of 
heating and hot water. For the remaining demographic measures, we used open-ended 
questions. The second category is related to various behavioural variables such as  waste 
segregation and utilization, unplugging chargers and devices in standby mode, using 
energy saving home appliances, etc. The level of respondents’ environmentally friendly 
behaviour was assessed using 5 and 7 point Likert scales. Moreover, we used a categor-
ical question to collect data on subjects switching their energy provider. Several attitu-
dinal variables constitute the third category. Again, we used categorical questions to 
measure the real and/or perceived advantages and disadvantages of being a prosumer 
and/or a RES owner, barriers to installing RES or to becoming a prosumer, as well as 
awareness of energy tariffs and prosumerism. All of the variables considered in the 
study are briefly summarized in Table 1.  

A pilot test of the survey was conducted before large scale implementation. Some 
minor changes were made after this test to improve the clarity of several questions and 
response options. The survey was conducted in November and December 2015 in Lower 
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Silesia, a region in the south-west of Poland. The questionnaires were delivered in the 
form of telephone interviews to 2000 randomly sampled households. However, consid-
erable attention was given to ensure that the demographic structure of the sample re-
sembles the structure of the whole population of Poland. Out of these 2000 responses, 
more than a half (1040) had to be filtered out, due to incomprehensible or missing an-
swers to many questions. 

 
Table 1. A brief summary of the variables measured by our survey 

Category Variable Description 
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gender  1 – female, 2 – male 
age  1–4 age scale, 1 – 19–29 years, 4 – 65 and more 
number_of_people number of people in the household 
number_of_children number of children in the household 

edu  1–10 category of education, 
1 – no formal education, 10 – higher technical 

occ  1–13 category of occupation, 
1 – office-administration worker, 13 – unemployed 

net_income 1–8 monthly income scale, 1 – up to 3000 PLN, 8 – N/A  
building_type 0 – multifamily, 1 – detached house 
building_age age of building, 1–4 scale, 1 – historic, 4 – modern (after 1990)  

building_class  energy class of the building,  
1–4 scale, 1 – no insulation, 4 – passive 

area  1–8 area scale, 1 – up to 40m2, 8 – more than 200m2  
smartmeter 0 – smart meter installed, 1 – no smart meter 
energy_cost 1–5 energy bill scale, 1 – up to 50 PLN, 5 – more than 300 PLN  

heating  heating sources, categories 1–15,  
1 – district heating, 15 – storage heater 

water  hot water sources, categories 1–11, 1 – district, 11 – tiled stove  
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ess  have switched energy supplier, 0 – yes, 1 – no 
beh_waste waste segregation, 1–7 scale, 1 – never, 6 – always, 7 – not applicable  

beh_electronic  electronic waste reprocessing,  
1–7 scale, 1 – never, 6 – always, 7 – not applicable 

beh_battery  battery reprocessing,  
1–7 scale, 1 – never, 6 – always, 7 – not applicable 

beh_lights switching off lights, 1–7 scale, 1 – never, 6 – always, 7 – not applicable 

beh_ironing  ironing and laundering when economy tariffs apply, 1–7 scale,  
1 – never, 6 – always, 7 – not applicable 

beh_chargers  unplugging chargers, 1–7 scale,  
1 – never, 6 – always, 7 – not applicable 

beh_standby  switching off tv in standby mode, 1–7 scale, 
1 – never, 6 – always, 7 – not applicable 

beh_ecomodes  using ecomodes in washing machine, 1–7 scale,  
1 – never, 6 – always, 7 – not applicable 
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Table 1. A brief summary of the variables measured by our survey 

Category Variable Description 

beh_covering  covering pots while water boils, 1–7 scale,  
1 – never, 6 – always, 7 – not applicable 

beh_computers  switching off computers, 1–7 scale, 1 – never, 6 – always,  
7 – not applicable  

beh_bulbs using energy saving bulbs, 0–4 scale, 0 – no, 4 – no idea  
beh_led using LED, 0–4 scale, 0 – no, 4 – no idea 
beh_appliances using energy saving home appliances, 0–4 scale, 0 – no, 4 – no idea  
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tariff  energy tariff awareness, 1 – yes, 2 – no 

wre  
benefits from using renewable energy sources, categories 1–5,  
1 – long term savings,  
5 – benefits to the environment (open question)

wnre  disadvantages/barriers of/to renewable energy sources, categories 1–12, 
1 – lack of knowledge, 12 – low efficiency (open question) 

knows_term_prosumer understanding of the term prosumer, 0 – yes, 1 – no, 2 – not sure  

pg  perceived gains from being a prosumer, categories 1–8,  
1 – energy for free, 8 – no idea (multiple answers possible) 

pd  
perceived disadvantages of being a prosumer,  
categories 1–8, 1 – high costs of installation,  
8 – no idea (multiple answers possible)

wbp benefits from being a prosumer, categories 1–9,  
1 – earnings, 9 – ecology

wnp Reasons for not being a prosumer, categories 1–13,  
1 – unprofitable, 13 – low rate of return

3.2. Survey results 

In this subsection we will take a closer look at the basic characteristics of the data 
collected in our survey. For more details please refer to [33, 34]. According to the De-
mographic Yearbook of Poland [4], in 2016 there were 107 females per 100 males 
(19 847 159 females vs. 18607417 males) in the whole population. This gives a sex ratio 
of 100∕107 = 0.934. In our sample we have 462 males and 498 females. In this case, the 
ratio is equal to 462∕498 = 0.927, which is in very good agreement with the gender 
structure of the whole population. 

All of the respondents were divided into four age categories. As expected, in the 
first two categories, i.e., 19–29 and 30–49 years of age, there are slightly more men than 
women, but this proportion changes in the other two (50–64 and 65 or over) in favour 
of females. This agrees very well with the age structure of the whole population (see 
Table 2 for a comparison).  
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Table 2. Age structure by sex in our sample compared to the whole population [4] 

Age category 
Our sample  Whole population (in thousands) 

Total Male Female M∕F Total  Male  Female M∕F  
19–29 170 86 84 1.02 5348.7 2722.1 2626.5 1.04  
30–49 343 176 167 1.05 11345.3 5729.8 5615.5 1.02  
50–64 271 134 137 0.97 8025.8 3853.6 4172.2 0.92  

65 and more 176 66 110 0.6 5968.5 2317.8 3650.7 0.63  
 
 
Our primary goal in this study was to profile a typical prosumer in Lower Silesia, 

in order to identify important factors that relate to energy microgeneration. However, 
after collecting and cleaning the data, it turned out that there are only 8 prosumers out 
of 960 respondents (see Table 3). This number is too low for any reasonable statistical 
inference.  

Table 3. Target variables for profiling 

Variable Total Male Female 
Prosumer_actual 8 4 4
Prosumer_potential 108 82 26 
RES_owner_actual 45 28 17 
Considered_RES 281 164 117 

 
Similarly, there are only 45 actual owners of renewable energy sources (the variable 

res_owner_actual). So, even if we extend the definition of a prosumer to include people 
generating energy only for their own needs (as in Refs. [33, 34]), the number of targets 
would still be too low for statistical or machine learning methods.  

Fortunately, in our survey we also asked the respondents whether they wanted to 
become a prosumer (the variable prosumer_potential). Although still rather low, the 
number of potential prosumers is much higher than the number of actual ones. Thus, 
instead of profiling prosumers, we decided to look at the important characteristics of 
people willing to become a prosumer. Another interesting group within our data set are 
people who considered investing in RES, but abandoned that idea for some reason. Un-
derstanding their motives could be helpful for policy makers when planning future ini-
tiatives aimed at promoting the use of RES. Thus we will profile this group as well.  

3.3. Decision trees 

As stated in the introduction, we will analyse our data using decision trees. They 
are a method of data mining used very often for the purpose of classification [41]. Other 
common applications of such trees include:  
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 variable selection, i.e., selection of the most relevant attributes that should be used 
to form a model,  

 relative importance of variables,  
 prediction, i.e., forecasting future data by using a tree built on historical data. 
Thus, when applied to our survey, decision trees should help us (a) to determine 

which characteristics are typical for people who want to become prosumers, (b) to find 
the relative importance of these characteristics and (c) to predict whether a new cus-
tomer is inclined to invest in renewable energy sources and to become an energy 
prosumer.  

A decision tree depicts rules for dividing existing data into groups. The first rule 
splits the entire data set into some number of subsets and then other rules may be applied 
to each of these subsets forming the next generation. This procedure is repeated until 
the data in each subset forms a final group.  

To give an understanding of the concept of decision trees to a non-expert reader, let 
us assume that our goal is to predict whether a person is a prosumer taking into consid-
eration features such as income, education and sex (example based on [16]). A sample 
data set might look like the one presented in Table 4.  

Table 4. A fictitious training data set for building  
a decision tree for prosumer classification 

Income class Sex Education Prosument 

High  
F secondary yes
M 

higher  
no 

F yes 

Middle  
M yes 
F secondary no 
F primary no 

Low  F higher no 
M secondary no 

Middle F higher  yes 
High F yes 

 
In the terminology of machine learning, such a set is called a training set. The cor-

responding decision tree is shown in Fig. 1. It is a graph-like structure consisting of non-
leaf nodes (depicted by rectangles) and leaves (ovals) connected to each other. The non-
leaf nodes correspond to  attributes characterizing the items in the data set. The leaves 
represent the predicted category of the variable of interest – in this example whether an 
individual is a prosumer or not. From this figure, it follows that the tree splits the data 
set into different categories corresponding to the categories of the predicted variable. 
Once we have such a tree, we can use it to predict whether a new person is a prosumer 
or not. If the person is a female with high income and secondary level education, then 
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going along the appropriate branches will lead us to the conclusion that this person is 
a prosumer.  

 
Fig. 1. A decision tree representing the data from Table 4 

We see that interpretation of the decision tree is straightforward and indeed requires 
no expert knowledge. Building a tree is usually more challenging. In particular, finding 
an appropriate attribute to split the data is not a trivial task. There are several well-
known algorithms for tackling this challenge [41]. One of them is the iterative dichoto-
miser 3 (ID3) invented by Quinlan [30]. This algorithm uses two concepts from infor-
mation theory: information entropy and information gain.  

The entropy of a message, H, is defined to be the average amount of information 
contained in a message or needed to generate it. In our example, the message would be 
simply the Prosumer or Non-prosumer classes returned by the tree. The entropy of a data 
set is calculated according to the following formula: 

  , log logp p n nH p n
p n p n p n p n

  
   

  (1) 

Here, p is the number of positive examples in the data set and n – the number of 
negative ones. Please note that for pure data samples, i.e., those where all the records 
belonging to the same class, the entropy is equal to zero. 

The information gain is the difference between the entropy before and the entropy 
after a split. At each step, splits based on each of the available variables are checked and 
the one yielding the largest information gain is used for the next split. The procedure is 
then repeated on each subset, considering attributes that have not been selected before.  

As a method for data classification and profiling, decision trees have several ad-
vantages. The ease of interpreting such trees is only one of them. Such trees are also 
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appealing, because they can handle a wide range of variables (nominal, ordinal and in-
terval). Moreover, they can handle records with missing data and do not require that indi-
viduals for whom we do not have full information should be removed from the data set.  

4. Profiling of respondents 

In order to further analyse the data, we will apply decision trees, as introduced in 
the previous section. The goal is threefold: (1) to find the most relevant attributes that 
characterize our targets, (2) to determine the relative importance of the attributes and 
(3) to check the performance of the decision tree as a classifier.  

Python [35], together with Pandas [24] and Scikit-learn [28], was used to perform 
the analysis presented below. For each target variable, the data was randomly divided 
into two parts: a training set used to build the tree and a test set to check how well the 
tree performs as a classifier. The proportion of the dataset included in the training subset 
was set to 0.7.  

4.1. People who considered renewable energy sources 

We start with respondents who had considered RES and decided against installation. 
In order to build a decision tree in this case, we first remove RES owners, as well as 
actual and potential prosumers, from the data set. This gives us a sample size of 820, 
which we then split randomly into a training set of size 574 (70%) and a test set con-
sisting of 246 individuals. The decision tree built from the training set is shown in Fig. 2. 
Both the root and one of the final splits have been magnified for the sake of readability. 
Having this tree, we can trace the splits that the algorithm determined from the data. We 
start with 574 individuals at the root: 411 correspond to the “no interest in RES” class, 
the remaining 163 are people who had considered RES, but abandoned the idea of pur-
chasing it. The initial entropy of the sample is 0.8608.  

The variable “area” is used for the first split with a cut-off value of 4.5. This is an 
ordinal categorical variable describing the surface area of a household, with the catego-
ries being mapped to integer values according to Table 5. The implementation of this 
splitting condition is straightforward: categories corresponding to values which are less 
than or equal to the cut-off value fall into the left branch of the tree. In other words, 
respondents from households smaller than 80 m2 fulfil the first splitting condition. We 
see that many further splits are required to separate the individuals belonging to distinct 
classes from each other. 

Although it is not visible from Fig. 2, all the leaves in the tree have entropy equal 
to 0 (as in the magnified split at the bottom of the figure). Thus the model perfectly 
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separates those who had expressed no interest in RES from those who investigated the 
possibility of investment in RES, but decided against it. Tracing each path leading from 
the root to a leave representing people who considered RES would provide us with a set 
of profiles which are characteristic only for that group.  

 
Fig. 2. Decision tree for typifying people who had considered RES and decided not to install it 

Table 5. Mapping between the categories of surface area used in our survey and integer values 

Value 1 2 3 4 5 6 7 8 
Surface area 

[m2] less than 40 40–49 50–59 60–79 80–100 101–150 151–200 more than 200 

 
However, this tree is very complicated and many splits are used just to filter out 

single cases. Such a model is very likely overfitted, meaning that it captures all of the 
patterns in the training set, but it often fails to generalize well to unseen data [31]. The 
simplest method of avoiding overfitting is to limit the depth of the decision tree. 
A model limited to 4 levels is shown in Fig. 3. 
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Fig. 3. Decision tree for typifying people who had considered renewable energy sources,  

but decided against them (limited to 4 levels to avoid overfitting)  

In this case there is no perfect separation between the classes, because most of the 
leaves have non-zero entropy. Hence, the model does not perfectly describe the training 
data set any more. However, since it is much simpler that the original tree, we expect it 
to perform better on unseen data.  

Summing the falls in entropy for each individual variable used to define the splits 
gives a fast and reliable measure of the importance of a variable, sometimes called the 
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Gini importance [31]. The values of this measure of importance for the truncated tree 
are listed in Table 6. We see that surface area is indeed the most important factor. Sev-
eral other demographic and behavioural variables were used for successive splits. How-
ever, they are of significantly lower importance than the area.  

Table 6. Importance of features for the tree limited to 4 levels 

Feature  Importance 
area 0.588816 
water_combination_boiler  0.061307 
beh_washing_machine_ecomode  0.058979  
energy_tariff_awareness  0.053950  
building_multifamily  0.041963  
beh_battery_reprocessing  0.039555  
beh_ironing  0.035324  
occ_farmer  0.029954  
age_50_65  0.027748  
net_income  0.026715  
beh_energy_saving_home_appliances  0.022221  
building_tower_block_with_insulation  0.013469  

 
Fig. 4. Net income of people who indicated no interest in RES  

and those who considered purchasing RES, but decided against it: 
1 – less than 3000, 2 – 3001–4000, 3 – 4001–5000, 4 – 5001–6000, 

5 – 6001–8000, 6 – 8001–10 000, 7 – more than 10 000 (all in PLN), 8 – N/A 

Since the surface area should be positively correlated with the economic status of 
the respondents, it could be interesting to check whether there is a difference in net 
income between people who showed no interest in RES and those who decided not to 
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install RES after investigating it. The corresponding data are shown in Fig. 4. It seems 
that there are no significant differences between these 2 groups with respect to income. 
Similar analysis has shown that there is no variable in the data that would simply dif-
ferentiate the groups. Thus one has indeed to take into account combinations of varia-
bles as defined by the branches of the tree from Fig. 3 (i.e., the profiles) to decide which 
group a person belongs to. In Figure 4, the N/A (not available) category in the plot 
includes all of the respondents who were not willing to provide any information on their 
income. 

4.2. Potential prosumers 

We can perform a similar analysis where the goal is to typify potential prosumers. To 
this end, we first remove the RES owners, as well as the actual prosumers and people who 
decided against installation of RES, from the data set. The remaining 631 individuals are 
then split randomly into a training set (441 respondents) and a test set (190). The resulting 
decision tree, already confined to four levels of depth, is presented in Fig. 5.  

 
Fig. 5. Decision tree for typifying potential prosumers 

In this case the variable pd_no_disadvantages is used for the first split. Not seeing 
any disadvantages of becoming a prosumer seems to be an important characteristic of 
future prosumers – 10 out of 25 of them were immediately separated from the training 
set using this variable. Among the other such variables (leftmost branch of the tree), 
economical considerations play the most important role. Potential prosumers expect 
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savings (wbp_savings) and lower electricity bills (pg_lower_bills). Interestingly, the 
decision tree used the variable pd_financial_cost to separate three potential prosumers 
from a subset of the training data. This splitting criterion indicates that these three re-
spondents declared the willingness to become a prosumer, although they were aware of 
the high initial costs required and indicated these costs as being one of the disadvantages 
of prosumerism. A closer look at our training set revealed that most of the potential 
prosumers perceived these costs as a disadvantage, but others pointed out some benefits 
as well. In the case of these three, however, the awareness of costs seems to be the only 
feature differentiating them from the rest of the sample. The importance of the variables 
used for the splits may be found in Table 7.  

Table 7. Importance of features  
for the tree presented in Fig. 5  

Feature  Importance 
pd_no_disadvantages 0.421121  
wbp_savings  0.292898  
pd_financial_costs  0.165060  
wbp_lower_bills  0.120922  

 
The cut-offs used for the splits in Fig. 5 (all equal to 0.5) require some explanation. 

As mentioned in Table 1, the variables pd, pg and wbp are categorical variables mapped 
to integer values. The problem with such a mapping is that it introduces a natural order-
ing between categories. This makes sense in the case of surface area (see the previous 
section for more details), because this feature is ordinal (i.e., ordered according to 
a scale). However, in the case of the attitudinal variables pd, pg and wbp, such an or-
dering is not desirable. A common method for dealing with this problem is a technique 
called one-hot encoding [31]. We simply create a dummy feature for each unique value 
of a categorical variable. Binary variables can thus be used to indicate whether an an-
swer corresponding to a given category was present (1) or absent (0) in the data. Thus, 
if we look, for instance, at the first split in Fig. 5, the cut-off point is equal to 0.5 for the 
variable pd_no_disadvantages, which means that the respondents not giving such an 
answer (value 0) fulfil the splitting condition and fall into the left branch. 

4.3. Decision trees as classifiers 

In the previous sections, we used decision trees as descriptive models, i.e., as an 
explanatory tool helping us to distinguish between respondents belonging to different 
classes. Now we would like to focus our attention on the predictive capabilities of such 
trees and use them as classifiers. Classification is, in general, the task of assigning ob-
jects to one of several predefined categories. This is a problem that encompasses many 
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diverse applications. In our particular case, classification might, for instance, mean pre-
dicting whether a new person without a target label is a potential prosumer or not. A de-
cision tree may be commonly treated as a black box that automatically assigns a missing 
class label when presented with the set of attributes of an unknown person.  

As previously mentioned, we used a random subset of the data (70% of the original 
dataset) to build the trees. Now we use the remaining 30% to test the accuracy of pre-
diction attained by the trees presented so far. The idea behind testing is very simple: we 
simply apply a tree to the test subset and compare the labels assigned by the classifier 
with the true ones. There are several methods for evaluating classifiers (see, for instance, 
[43] for a clear summary). However, for the sake of simplicity, we will just use the 
accuracy measure given by 

 Number of correct predictionsAccuracy = 
Total number of predictions

  (2) 

as our performance measure. The accuracy scores for our trees are summarized in Table 8.  

Table 8. Accuracy scores for the trees built in previous sections 

Tree  Accuracy score  
Considered RES (unlimited) 0.67 
Considered RES (4 levels only) 0.73 
Potential prosumer 0.99 

 
First of all, we see that the tree presented in Fig. 2 was indeed overfitted, because 

its performance as a predictor improved after pruning. The predictive power of the 
pruned tree is not very spectacular (about 73%), but still reasonable for many applica-
tions. The decision tree built for typifying potential prosumers performs excellently. 
When applied to the test set, it has an accuracy of 99%. Thus, by using this tree, we may 
predict with a very high probability whether a person is a potential prosumer or not.  

To gain more insight into the performance of a classifier, one may be interested in 
its confusion matrix [31]. The confusion matrix is simply a square matrix that reports 
the counts of true positive, true negative, false positive, and false negative predictions 
of a classifier. A perfect classifier would produce a diagonal confusion matrix (only true 
positives and negatives). The results for our decision trees are summarized in Table 9.  

Table 9: Confusion matrices for our classifiers applied to the test sets 

Considered RES Potential prosumer
No (pred.) Yes (pred.) No (pred.) Yes (pred.)

No 155 30 No 180 0
Yes 40 21 Yes 1 9
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5. Conclusions 

Within this study, we conducted a telephone survey among energy consumers in 
Lower Silesia, a region in the south-west of Poland. Using the data collected from the 
survey, we derived a profile (i.e., typical characteristics) of potential prosumers and 
people who had considered RES, but decided against installation. Although the survey 
was limited to a single geographical region of Poland, the demographic structure of the 
sample agrees very well with the structure of the whole population. Therefore, we hope 
that generalizations of the results will be reasonable. However, we are aware that 
a broader countrywide study of the population is required to draw conclusions at na-
tional level.  

In our analysis, we used decision trees, a simple, yet powerful, data mining tech-
nique used mainly for (1) inferring which attributes are most relevant for the purposes 
of classification, (2) estimation of the relative importance of these attributes and (3) pre-
dicting which categories new observations correspond to. We decided to adopt decision 
trees, because they are easy to interpret.  

Before data collection, we aimed to define decision tree profiles of actual prosumers 
and RES owners, in order to describe the typical characteristics of these two groups of 
energy consumers. However, since the number of respondents belonging to these groups 
was too small for the purposes of statistical inference, instead we decided to build pro-
files of respondents declaring the willingness to become a prosumer. Moreover, among 
the respondents who did not have RES, there was a big group of people who had already 
considered purchasing RES, but abandoned this idea. Since looking at their character-
istics and understanding their motives could be very important for policy makers, we 
profiled them as well.  

As far as the people who had considered RES are concerned, the surface area of the 
household is the most important feature distinguishing them from people who did not 
express any interest in having RES. The probability of considering RES is greatest when 
the surface area is greater than 80 m2. It follows from the data that these people finally 
gave up the idea of purchasing RES due to economic reasons.  

In the case of potential prosumers, economic considerations play a crucial role as 
well (Table 8). Although not seeing any disadvantages in prosumerism turned out to be 
the most important feature, savings related to prosumerism and lower electricity bills 
are important motivation for future prosumers. Interestingly, respondents who are aware 
of the costs initially required and declare them to be one of the disadvantages of prosum-
erism, also declare willingness to become a prosumer.  

Our results indicating the importance of economic considerations are in agreement 
with findings for Germany [14, 15] and the UK [37]. It should be recalled at this point 
that most of the respondents who answered the “income” question fall into the lowest 
income category. Therefore, it is actually not surprising that economical criteria are the 
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most important triggers for considering the installation of microgeneration technologies. 
This should be an important guide for policy makers. Any initiative promoting pro-
ecological behaviours, including the use of RES, should be based mainly on financial 
incentives to succeed.  

The decision trees applied as classifiers to the test data (a part of the sample not 
used to build the models) show excellent accuracy for typifying potential prosumers 
(99%) and reasonable accuracy for typifying people who had considered RES (73%). It 
is probably necessary to refine some of the survey questions and collect more data in 
order to improve accuracy in the latter case. Nevertheless, such an approach may indeed 
be useful for forecasting. 
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